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1. INTRODUCTION

The statistical properties of estimators of signal-to-noise ratio of acoustic
tones are needed in ongoing studies of acoustic signal processing (Task No.DST
79/069 - Signal Processing for Underwater Detection) in areas as widely separated
as measurement of acoustic transmission loss and signal detection theory. In a
previous paper by the author(ref. 1) an expression was derived for the probabil-
ity density function of an estimate of the signal-to-noise ratio of a sine wave
in Gaussian noie. The estimate was obtained from the power spectrum of a
sampled data sequence. The analytic results in reference 1 have been used to
obtain functional forms for the coefficient of variation of signal-to-noise ratio
estimates derived from data obtained from several sea-going experiments. The
agreement between analysis and experiment was found to be excellent.

Reference 1 did not address the situation where the spectrum used for estimation
was obtained as the average of a number of spectra derived from consecutive
sequences of data samples. This present paper gives a solution to this problem
by using a characteriszic function approach with the aid of some integrals presented
in Appendix I. The problem is to find the distribution of z

N

1 z xi

z = 1, -1 (1)
r p N

p N

j=1 i=1

where x. is the power in the signal bin for the i-th spectral estimate and yij

is the power in the j-th noise bin for the i-th spectral estimate.

The noise bin must not include the signal bin or contain extraneous signal
residues.

N is the number of spectra from which an average spectrum is obtained.
p is the number of noise bins in the average spectrum used to estimate noise
power

1
- is the bin width in Hertz.
r

Equation (1) can be rewritten as

N
Sxi

1 (2)

p N

jlij

j =I i=l
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Before proceeding with the development of the solution, some results of a standard
nature are summarised from reference 2 in order to aid in reading this paper, viz:

(1) The characteristic function of a random variable x with probability
density function f(x) is given by

00

(t) = dx exp(jtx) f(x) (3)

(2) The characteristic function of the sum S of N random variables whose

individual characteristic functions are 0(t) is

0s(t) 0 (t) N (4)

(3) If 0(t) is absolutely integrable over the range (-m, o) then
0o

f(x) - 1 dt exp(-jtx) 0(t) (5)

2. THE CHARACTERISTIC FUNCTION OF SIGNAL PLUS NOISE POWER

For a single spectral estimate the probability density function of the signal +
noise power is given by equation (7) of reference 1. Note that the nomenclature
is the same, ie:

f(x) = A2 exp I-A 2 (x + K2 )I 10 (2A2 iv/x), x > 0 (6)

= 0, x< 0

where 1o(.) is the modified Bessel function of zero order. The characteristic

function of this density function is then, after a simple rearrangement, given by

*(t) = A' exp(-A2 K2 ) f dx exp -(A2 - it) x Io(2A2 Kv ) (7)

0

By making the elementary substitutions

a = A2 exp(-A2 K2)

= A2  -jt
(8)

y = 2j A2 K
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and using the relation 10 (p) = Jo0(j) the characteristic function can be written

as

00

@(t) = 2a f dP P exp(-0A 2 ) jo0(71A) (9)

0

Applying the formula 1.1 from the Appendix I gives

¢(t) = exp(- ) (10)

ie

@(t) = A 2  + t exp(-A2 K2 ) exp -A A K2  A2 +1jtl)
IA

4  + t 2

3. THE PROBABILITY DENSITY FUNCTION OF SIGNAL PLUS NOISE POWER

The density function derived in this section is for the summation in the numerator
of equation (2).

For the sum of N terms each distributed as in equation (6)

€sum = (t) N = N exp (12)

.... from equation (10)

Hence the probability density function for the sum is

_ ~ ,a N _MY2 \
f(x) - 1 j dt exp(-jt x) exp 4p (13)

.... from equation (5)

As P is a function of t, viz j = A2 - it, the integral can be rewritten in terms
of ] to give, after some rearrangement:

A 2 _j00

2 2
f (x) = Aa-. exp (-V. x) j 8 exp~xBA (14)

A2 + jo

Using the formula 1.2 in the Appendix I gives, after some algebra:

f(x) A x .(N-l)/2 exp -A2 (x + NK2 ) JN_(2jA2 IA"i)
.N-1 NK2)
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The Bessel function of the first kind of order n is related to the modified
Bessel function of order n by

In (X) = (_j)n jn (jx)

Hence

f(x) = A2( 1 2 (N- 1 )/ 2 exp I-A 2 (x + NK2 ) INI(2A2 K Vii (15)

4. THE PROBABILITY DENSITY FUNCTION OF THE NOISE POWER

From reference 1, equation (8), each term yij in the denominator of equation (2)

is distributed as X22 1/A *

Hence, using the well-known addition theorem(ref.21 for X2 variates, the double
sumation term in equation (2) is distributed as X 2pN, /A - ie :

if P N

j=l i=1

then

A2pN. 2 PN. ypN-1 exp(-A2y)

fU(y ) = 
2 pN. r(pN)

(16)

SA2pN. ypN-1. exp(-A2 y)

r(pN)

5. THE PROBABILITY DENSITY FUNCTION FOR THE SIGNAL-TO-NOISE
RATIO ESTIMATOR

The probability density function for the ratio of the summation terms in
equation (2) can now be obtained by applying the classical relation given in
Parzen(ref.2) for the density of the ratio of two independent positive random
variables, viz:

f= I x, X()fy(x) dx (17)

0
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ie

( (N-)/22f dx A' exp(-A
2 (yx+NK

(18)

eNrm (2A2K V ) A 2p N xpN =l exp(-A 2x)x r(pN)

Gathering terms independent of x gives

A2pN+ 2  (N-I)/2 exp(-NA2 K2) (19)
r(pN) (p

The integral rearranges to

00

f dx xpN+(N -I) / 2 exp(-A2 x(y+l)) IN_1(2A 2IfA ) (20)

0

As stated previously a simple relation holds between the modified Bessel functions

and the Bessel functions of the first kind, ie:

-k
Ik(x) = JkOiX) (21)

Hence the integral becomes

00

dx xp N + ( N =I ) / 2 exp(-A 2x(y+l)) 3 JN_1(2A2Kj Vf) (22)

0

With the substitution pL2 = x the integral becomes

00

2j "N+I  f d P u2PN+N exp(-A2 (y+l) p2) JN-I(2A K ,/y ,A)

0

00

2j - N + I  d P mal exp(-_p 2 p2) jn- l (y A) (23)

0

where the substitutions
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a = 2pN+N+l

13 = A(y+l) 2

y = 2A' KjVR-

are distinct from the use previously made in manipulating equation (7).

A simple application of the formula given by equation I.1 in the Appendix I
enables the integral (22) to be evaluated to be evaluated to give

2 jN+l 1.a+n-l. N-1 a+N-I 
2

______2 40)_ MC_ N, - (24)

r(N) 2N 9a+N-1

Substitution for a, 0, y gives, after some rearrangement:

r(pN+N) KN- I N(N- )/ 2 y (N-1)/2 M(pN+N,N, NA2K2 (yl)) (25)y+l

r(N) A2pN+
2 (y+l)pN+N

Forming the product with (19) gives, after some algebra:

N-1
= exp(-NA2 K2 ) y- M(pN+N,N,NA2 K2 (-)) (26)f (pN,N) (y+l)pN+N

where 9(...) is the bivariate f-function.

The distribution of z as defined by equation (2) then follows from

fz(z) rfrz+l (27)

where z = p y - I from equation (2).
r r

The above is simply derived from the classic relation(ref.2)

f (Y) (-y--) (28)
aX+B a X a

r ppN e-NA2K 2 (rz+l) N-1 M(pN+N,N,NA (rz+l)) (29)
Sie f z(Z) = p N

1(pN,N) (rz+p+l)pN+N

A simple consideration of equation (2) indicates that z will only take values in

1 <z<
r
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6. THE MEAN AND VARIANCE OF THE SIGNAL-TO-NOISE RATIO ESTIMATOR

The mean and variance of z follow readily from the moments of y, where y is the
ratio of the summation terms appearing in equation (2). The moments of y can be
derived from the density equation (26), ie:

n+(N-l)

Efynl - exp(-NA2 K2 ) y 
2 K2  (30

P(pNN) d (Y l)pN+N M(pN+N,NNA (30)

0

A se'ies expansion for M(.,.,.) written in the form
00

M(a,b,z) = ab)  r(a+r) zr (31)=ra rb r- r!1

r=O

can be substituted in the above equation to give, after reversing the order of

integration and summation and using the F-function form of the 0-function:
_ = n+N-l4 r

EI, exp(-NA2 K2 ) 00 (pN+N+r) (NA2K2)r f y (32)

E[ - (pN) L r(N+r) rl f dy (y+I)PN N+r

r=0 0

As shown in the derivation 1.3 in the appendix the integral is simply the
9-function

0((n+N+r), (pN-n))

This 0-function can be written in terms of appropriate F-functions and after a
rearrangement of terms the n-th moment of y can be written as

E[yn] = exp(-NA2K2 ) P(2N-n,N+n) M(N+n,N,NA2 K2 ) (33)P(pN, N)

Hence

E[ y] = N exp(-NA2K2) M(N I,N,NA2 K2 ) (34)
pN-1

A simple application of the formulae 13.4.1 and 13.6.12 in Abromawitz and Stegun
(rcf.3) gives

El y = N (I+A2 K2 ) (35)pN-1

A similar application of the same formulae enables the second moment of y to be
written

N
E[ y' I = (pN-l) (pN-2) (NA2 K2 +N+2) (l+A2 K2 ) -i1 (36)

~I
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From equation (2)

E[z] = E[y] - 1 (37)

r r

and

var(z) = -5 E[.I - E2[y1J (38)

Hence precise expressions can be written for the mean and variance of z, ie:

E[z] = pN(1+A2 K2) 1 (39)= r (p-) -r

and

2 14+2N pN+N-l)A2K2 + (pN2+N2-N) (0var(z) r4 L! 4  (pN-1)2 (pN-2) (40)

And, the coefficient of variation defined as

C = a(41)E[ z] C1

where a is the standard deviation can be written down immediately.

Substituting N=1 in equations (39) and (40) gives

E[z] - p(1 A2K2 ) - (42)
r(p-1) r

var(z) = -P,2 A4K* + 2pA2 (4
p-2 (43)

and after some algebra

p A4 K4 + 2pA2K2 + p

C = pA2 K2 + I p-2 -3 (44)

These are precisely the respective equations developed in reference 1 and hence

equations (42), (43) and (44) supply a partial validation of the analysis
contained in this memorandum.

~L,
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7. AN ALTERNATIVE DERIVATION

On realising (note the acknowledgement at the end of this paper) that the quotient
in equation (1) is the ratio of a non-central chi-squared variate (with 2N degrees
of freedom) to a chi-squared variate with 2pN degrees of freedom ie the quotient
has the distribution of a non-central F distribution, it is possible to derive
the formulas equations (29), (38) and (40) as particular cases of a more general
formula. The non-central F with P"1 degrees of freedom in the numerator and
P2 degrees of freedom in the denominator has a probability density function

fy Y)= exp(-X/2) P_ 111/2 i'1/2 - 1I F~22) P2
00

x ~~+ Pzy(VI +P2 )/ 2 X j r7/2l+ 2+j

j=0

x (45)

where X is the non-centrality parameter. This equation can obviously be written
as

exp(-X/2) :1 v! /2 ' If2

f (y) = rcv 2/2) UZ

xl + P, z -(vi + P2)/2 r((v, + P2)/2) x
S V--2 r(,/ /2)

Mv 1 + v2 , P ZXP _ (46)
2 2 2P2 + 2VI Z)

On making the substitutions

V, = 2N, V2  = 2pN, X = 2NA2 K2

and carrying out some elementary algebra

- 1 pN ' K2

f(y) exp(-N A2 K2 ) yN - I pN M(pN + NN, p y (47)

P(pN,N) (y + p)pN + N

In this alternative derivation z = 1y - 1
r r
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Hence

fz(Z) = rfy(rz + 1)

as a result of applying equation (2)

pN (N 2 K)N-I Cr z l
ie fz(z) exp(-NAK ) (rz + 1) M(pNN,N,NAK 2 Lrzp+lj )

0(pN,N) (rz + p + 1)pN + N

which agrees with equation (29).

The nth order moment of the non-central F-distribution to be derived from
equation (45) involves evaluating an integral

00 dy yn yvP/22' y

f PlIY) (Vi + P2)/2 Vl (48)
V2 P

0

The integral can be written as

00

I dz (49)
+ (1+az) C2

0

where
vI .I ' 2  Vl

C, = n + j+ - -1, C2  = 2 + j, a =P

On making the substitution az = A the integral becomes

a00 1

a C + f A I)C2

0
:4

- 1

aC, + 1 P (C2 - C, -1, CI .+ 1) (SO)

On substituting this integral in the appropriate expression for E[y n] and carrying
out some algebra

E y = exp(-X/2) 2.'> n I + n,2 [,/ - ) I(. ,)
TI- rPv2) r( P,)
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Using the substitutions v, = 2N, P2 - 2pN, X - 2NA2 K2 for values of n of 1
and 2 in this expression then enables E~z] and E{z 2 ] to be derived from

1 1
Z = I y - I

r r

Although not carried out in detail the results are easily shown to be identical
to equations (39) and (40).

8. SOME PRACTICAL RESULTS

In order to give some idea of how to use the formulae, two steps were taken.
First, a program (program A in Appendix II) was developed to examine the variation
in the form of the density function as the number of spectra used to obtain an
average spectrum is increased. Results are shown in figure 1 for a moderately
high input signal-to-noise ratio of S dB, using 10 noise bins and a bin width of
1 Hz, ie p=lO, r=l. It is surprising that even at this signal level the spread
in a number of estimates can be high. This spread should be compared with the
results in figure 2 for a much lower input signal-to-noise ratio of -S dB. The
comparison indicates a necessity for a further detailed examination.

The second step taken was to develop a program (program B in the appendix) to
examine the variation with signal-to-noise ratio of the mean, standard deviation,
and coefficient of variation of the estimate for a specified number of bins used
to estimate noise power. Typical results for the mean and coefficient of vari-
ation are shown in figures 3 and 4 respectively, using p=l0 and r-l as in figure 1.
In figure 3 the bias (due to the assymetry of the distribution) is clear at even
high signal levels. At low signal levels it is obvious that it is necessary to
average a large number of spectra to minimise the bias in the mean. In figure 4
the behaviour in the coefficient of variation indicates the large number of spectra
to be analysed to keep the frequency of occurrence of negative estimates of
signal-to-noise ratio to a minimum. This need is of course going to conflict
with the non-stationarity of the statistics of any physical medium in which an
experiment is taking place such as when measuring acoustic signal transmission
properties in the ocean.

9. CONCLUSIONS

This paper presents a rigorous mathematical analysis and a brief look at some
experimental implications of a definition and associated measurement technique
of the signal-to-noise ratio of a sine wave in white noise. The computer
programs developed as a result of this analysis can be used to carry out a
detailed examination of any proposed experimental scenario. During the develop-
ment of the analysis it has appeared that the probability distribution function
for both signal plus noise and signal-to-noise ratio are both amenable to an
analysis that extends techniques reported in this paper and it is proposed to
publish results on this shortly. It is anticipated that this further work will
throw some interesting light on some of the problems of detection theory.
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APPENDIX I

MATHEMATICAL DETAILS

1.1 A general integral formula first due to Hankel(ref.4)

I dt t. - exp(-p2t2 ) JN( a t) r + p 2 *4a2
N- M(U P_ + 1~~, T2

0 F(P + 1) 2" 1 P 2

Iarg p I < I, Re(O + v) >0

If the substitutions a =, ' = 0, A 2, p = 410 are made then

dt t exp(-13t 2 ) J (7t) I MQI_1,

0

1 _9/
- exp (7)

from applying formula 13.6.12(ref.3).

1.2 An integral formula(ref.4), generally attributed to Sonine, for the ordinary
Bessel function is

J (z) = NZv dt1+ exp(t -z2

JC+jOO

where the path of integration is the straight line RI(t) - C > 0

If the substitutions V+1 = N, t x3, z2  NY 2x, C - A are made, then

Jv-1i (7v NX) = ? N-1 N(N-1)/ 2  A
2 N /J x(N-1)/2 f 0 eN

A2 -j--

1.3 0-functions can be written in the integral form

0(p,q) = /
(y+K)P+q

0
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Make the parameter substitutions

q = n+N+r

p = pN - n

Then

p + q = pN + N + r

Hence
n+N-l1+r

dy Y =N- j(n+N+r,pN-n)

(y+l) pNN+r
0

as i(p,q) 1f(q,p)
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APPENDIX 11

COMPUTERh PROGRAMN

61636 CXSS EUATE SiNO PIp FOR ,sua:
0064 C 1/101.
WREOC N SPEC?" (NX.)
4006 C P NOISE $INS 00C.)
00070 C S SIGNL TO NOISE 07T1009)

"on3 FUNCTION CNSF(A,CZ)
"too S-1.
"tie Ye.

*9136 to RN.-1
"144 vvxQ/Ms(ZN3A+RN)/(C*WI)

$41to IF(M.LE.IW.*MD:.:Jc.SL) 60 TO It

m ETURN
"all END

0230 REAL N.PS,Z(32G),LDEN(32V).DNC32*)
6240 Z(1)-1.

"m0 IRITE(6,100)
$we7 READ(SE) NP.S

042" DO If L-t.326

001. IF(D.L.T.S.1 GO TO 26
"320 D-ALOGD)
00330 G 6TO25
00348 20 0fl.'OGCA3S(D))
66350 2r, CON11NUE
01136 LGD(N( 1).ALOG(R )sPTUALOGI P )(N-1 *S
003n1 ALOG(RIZII )41. )4ALGAN(PSN.Pi)-ALGARA(PVtI
4S38S 1 -ALGAMA(N)-(PUN.4)$ALOG(RZ(I).P,1.I
W304 1 *-fas
0046 Df AT).Exp(LGDKt(I))
$0410 is Z.'ZI4.
*426 S.1ALOGIIS(S)

W136 ITECS,201) S
"440 WITE (6.219 1

464S* DO S4 1-1,320
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Figure 1. Variation in the probability density function for the estimate of
signal-to-noise ratio from an average of N spectra using 10 noise
bins at an input signal-to-noise ratio of 5 dB
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signal-to-noise ratio from an average of N spectra using 10 noise

bins at an input signal-to-noise ratio of -S dB
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